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https://eur-lex.europa.eu/eli/reg/2024/1689/oj

AI Act

https://eur-lex.europa.eu/eli/reg/2024/1689/oj




https://www.science.org/doi/10.1126/science.370.6521.1144

https://www.scientificamerican.com/article/one-of-the-biggest-problems-in-biology-has-finally-been-solved/ 

https://www.nature.com/articles/d41586-024-03214-7 

https://www.science.org/doi/10.1126/science.370.6521.1144
https://www.scientificamerican.com/article/one-of-the-biggest-problems-in-biology-has-finally-been-solved/
https://www.nature.com/articles/d41586-024-03214-7


Deep learning neural networks



Computergames leren spelen



Deep learning ziet soms meer (anders) dan mens

“This is something their own creation taught them”



Serena Yeung
https://www.youtube.com/watch?v=B94X6LwHYxI

Hospital monitoring



https://www.youtube.com/watch?v=B94X6LwHYxI



Smart homes for care giving



Care surveillance?



https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3

https://philosopherai.com/

AI language generation

https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3
https://philosopherai.com/


https://philosopherai.com/

AI philosopher (GPT-3 based)

https://philosopherai.com/


https://www.pandorabots.com/kuki/

Talking without understanding

https://www.pandorabots.com/kuki


Large Language Models



‘Hallucinaties’ 

17

https://www.nature.com/articles/s41537-023-00379-4

https://www.bbc.com/news/world-us-canada-65735769

https://www.poynter.org/fact-checking/2023/chatgpt-build-fake-news-organization-website/ 

https://finance.yahoo.com/news/10-stocks-chatgpt-says-rich-143852562.html?guccounter=1&guce_referrer=aHR0cHM6Ly9kdWNrZHVja2dvLmNvbS8&guce_referrer_sig=AQAAAN4-5I6IyBokpU4c6Xn74XcRWCjLn93sIF-
nIIC4rYs4lqYBlsLWwVb1PcSThTqYUGtjiHb4B8wy3OdesQWFwPClNhhSJodF7XdenOmPylvBW9Ke-gsgK8GUPBvGLjy-TkIjs2_e8je3COyJ8s1tyEiPqPEm4Jqjwi0H6HlERXoS 

https://www.euronews.com/next/2024/05/27/googles-new-ai-summaries-tool-causes-concern-after-producing-misleading-responses 

https://www.nature.com/articles/s41537-023-00379-4
https://www.bbc.com/news/world-us-canada-65735769
https://www.poynter.org/fact-checking/2023/chatgpt-build-fake-news-organization-website/
https://finance.yahoo.com/news/10-stocks-chatgpt-says-rich-143852562.html?guccounter=1&guce_referrer=aHR0cHM6Ly9kdWNrZHVja2dvLmNvbS8&guce_referrer_sig=AQAAAN4-5I6IyBokpU4c6Xn74XcRWCjLn93sIF-nIIC4rYs4lqYBlsLWwVb1PcSThTqYUGtjiHb4B8wy3OdesQWFwPClNhhSJodF7XdenOmPylvBW9Ke-gsgK8GUPBvGLjy-TkIjs2_e8je3COyJ8s1tyEiPqPEm4Jqjwi0H6HlERXoS
https://finance.yahoo.com/news/10-stocks-chatgpt-says-rich-143852562.html?guccounter=1&guce_referrer=aHR0cHM6Ly9kdWNrZHVja2dvLmNvbS8&guce_referrer_sig=AQAAAN4-5I6IyBokpU4c6Xn74XcRWCjLn93sIF-nIIC4rYs4lqYBlsLWwVb1PcSThTqYUGtjiHb4B8wy3OdesQWFwPClNhhSJodF7XdenOmPylvBW9Ke-gsgK8GUPBvGLjy-TkIjs2_e8je3COyJ8s1tyEiPqPEm4Jqjwi0H6HlERXoS
https://www.euronews.com/next/2024/05/27/googles-new-ai-summaries-tool-causes-concern-after-producing-misleading-responses


Een nieuwe vreemde combinatie van intelligentie en domheid

18

“People worry that computers will get too smart and take over the world, 

but the real problem is that they’re too stupid and they’ve already 

taken over the world.”

Domingos (2015) The Master Algorithm





https:// doi.org/10.3390/cancers14215264 

http://doi.org/10.3390/cancers14215264




https://acsjournals.onlinelibrary.wiley.com/doi/10.1002/cncr.35307 

Limitless variations of AI algorithms for cancer care management have been published, yet only a minority has 

been clinically implemented. Roadblocks in implementation include limited Food and Drug Administration 

(FDA) regulatory guidelines, high upfront costs for the integration of AI into clinical workflows, 

noninterpretability of the algorithms, and limited monitoring of algorithms post-deployment.3 Of the 71 AI-

associated devices that were approved by the FDA in 2021, the majority were cancer diagnostics (>80%) and 

spanned the fields of cancer radiology (54.9%), pathology (19.7%), and radiation oncology (8.5%).

Underreporting, underrepresentation, and heterogeneity in image acquisition can skew the data used to 

train an AI algorithm.14 As a result, the algorithm is not generalizable to patient populations that are not well 

represented in the training data set. For example, in the case of skin cancers, AI algorithms run the risk of worse 

performance for people with darker skin.15 Many published AI algorithms are trained on publicly available image 

data sets that are biased.

The tradeoff of high performing “black box” AI algorithms is the lack of interpretability of their prediction 

generating mechanisms. AI models can infer spurious rules between data features and outcome labels, resulting 

in misleading, ungeneralizable, and/or biased conclusions. The models also relied on noisy “shortcuts” like 

laterality markers and image annotations that were tied to image acquisition and training data set-specific.

https://acsjournals.onlinelibrary.wiley.com/doi/10.1002/cncr.35307
https://acsjournals.onlinelibrary.wiley.com/doi/10.1002/cncr.35307#cncr35307-bib-0003
https://acsjournals.onlinelibrary.wiley.com/doi/10.1002/cncr.35307#cncr35307-bib-0014
https://acsjournals.onlinelibrary.wiley.com/doi/10.1002/cncr.35307#cncr35307-bib-0015


EU ‘digital constitution’

AI Act

General 

Data 

Protection

Regulation

Digital Services Act

Regulates online platforms

Digital Markets Act

Regulates very large (‘gatekeeper’) 

online platforms

Data Governance Act

Regulates data sharing

Ethics 

guidelines



GDPR & AI Act: The importance of human 
oversight



Decision Support Systems



PSV - Feyenoord, 26 februari, 2017

Technological ‘support’ and human decision making





How football ‘solved’ the problem: Video Assistant Referee

“Technofix”?





"Beroepszeer": Professional pride vs professional pain

Was ‘wie het weet mag het zeggen’ nog het parool 

van de oude werkcultuur, nu gold: ‘Wie meet mag 

het zeggen.’ 

‘Door het meet- en afrekensysteem ontstaat op het 

werk een omgeving van zachte intimidatie waarin 

meegaandheid stilzwijgend wordt gewaardeerd en 

dwarsheid afgestraft.'





The ‘weather forecaster’ problem

AI moves authority away from professional experts

Human supervision of AI as ‘mere stamp of approval’ not 

only leads to accountability confusions but can also 

undermine professional pride and commitment

It may lead to the ‘weather forecaster’ problem

They used to be weather experts that, because of their 

expertise, started presenting on TV

Soon these weather experts were judged mostly by their 

qualities as communicators

AI may nudge professional experts into presenters





Natalie Harrison 

Regressing or progressing: what next for the doctor–patient relationship?

Lancet, vol 6, march 2018

“as the use of smart technology grows among the general population, some predict an 

accompanying blurring of medical and everyday devices” 

“While private tech companies are hardly new players in the medical sector, the presence 

of multinational, corporate firms at an intimate bodily level on a day-to-day basis 

implies a fundamental shift in what we mean by the ‘doctor–patient relationship’”

  Harriet Barratt, medical humanities, U of Sussex, UK

“the introduction of apps (…) inserts more distance (both physical and emotional) 

between doctor and patient”

More generally: AI may affect the nature of the relationship between doctor, patient and 

significant others

Effects of big data & AI on users





Human-AI interaction: on or under the loop?

Three categories based on the amount of human involvement in AI-mediated actions:

– Human-in-the-Loop: AI based decisions become effective only with a human command
– Human-on-the-Loop: AI based decisions become effective under the supervision of a human 

operator who can override the robots’ actions

– Humans-in-command: AI based decisions are assessed on its broader economic, societal, legal and 
ethical impact, and human decides when and how to use the AI.

– Human-out-of-the-Loop: AI based decisions become effective without any human input or 
interaction

Reduced control over AI-based decision making may lead to responsibility gaps

Hin-Yan Liu (2018) The power structure of artificial intelligence, Law, Innovation and Technology, 10:2, 197-229, DOI: 

10.1080/17579961.2018.1527480

– Human-under-the-Loop: ”Having human beings ‘in’ or ‘on’ the loop with regards to AI 

systems might mask the power such systems exercise over human beings” Liu (2018)



Self-driving cars: humans ‘under’ the loop?



“Potential for scapegoating 

proximate human beings because 

conventional responsibility structures 

struggle to apportion responsibility to 

artificial entities.

This renders the human being as 

a moral crumple zone”
Hin-Yan Liu (2018)

“Just as the crumple zone in a car 

is designed to absorb the force of 

impact in a crash, the human in a 

highly complex and automated system 

may become simply a component – 

accidentally or intentionally – that 

bears the brunt of the moral and 

legal responsibilities when the overall 

system malfunctions.”
Elish (2016)

Hin-Yan Liu (2018) The power structure of artificial intelligence, Law, Innovation and Technology, 10:2, 197-229, DOI: 10.1080/17579961.2018.1527480

Elish, ‘Moral Crumple Zones: Cautionary Tales in Human-Robot Interaction’ WeRobot 2016 (2016) 3–4.

Under the loop?

Technology driven ‘entrapment'?

Scapegoats Moral crumple zones



3 aspects of dealing with AI in an organization

a. Precaution

What are the rules regarding use of AI? How is the organisation structured so that it enables 

following these rules? What are considered to be ‘grey zones’ and how should they be dealt 

with?

b. Recognise and acknowledge

What are the minimal checks required on AI output? Who is responsible? What should be 

reported in this regard? To whom, when?

c. Aftercare

What are the procedures when something went wrong (communication, potential 

consequences for person & organisation, lessons to be learned, adaptation of procedures)?

39



Treat the genAI like an agent 
It’s not a document or a fact, but an agent that is part of a (commercial) organization, with its own limited 
perspective, (sub)goals and limited knowledge (e.g. selective database)

genAI quality may be primarily the responsibility of the organization(s) that enable/allow its usage
What genAI is made available, from which provider (protected server, jurisdiction, ownership/access)?
How are quality of LLM training, database, hallucination risk, explainability & transparency checked?
Has training in prompt engineering been provided?

The actual prompt quality & output check is primarily the responsibility of the individual user
Include this in the evaluation, so that eg. a student has to:

Clarify which prompts have been used (& why)
Specify how output was checked
State whether additional tools have been used (which (e.g. genAI for illustrations), how, etc)?

Such issues (and undoubtedly many more) may need to be incorporated in educational programs
Move from product evaluation to process evaluation
Consider at which stage of training genAI usage is educationally meaningful

40

Education

Output quality ± = genAI + prompt (+ output check)





Treat the genAI like an agent 

It’s not a document or a fact, but an agent that is part of a (commercial) organization, 

with its own perspective, interest and limited knowledge (e.g. selective database)

genAI quality may be primarily the responsibility of the organization(s) that 

enable/allow its usage

What genAI is made available, from which provider (protected server, jurisdiction, 

ownership/access)?

How are quality of LLM training, database, hallucination risk, explainability & 

transparency checked?

Has training in prompt engineering been provided?

42

Education

Output quality ± = genAI + prompt (+ output check)



Prompt engineering

https://wiso.uni-hohenheim.de/fileadmin/einrichtungen/wiso/Forschungsdekan/Papers_BESS/dp_2023-02_online.pdf 

https://wiso.uni-hohenheim.de/fileadmin/einrichtungen/wiso/Forschungsdekan/Papers_BESS/dp_2023-02_online.pdf


Genereren: Deepfakes
Generative Adverserial Networks (GANs)

https://blog.metaphysic.ai/the-future-of-generative-adversarial-networks-in-deepfakes/ 

https://blog.metaphysic.ai/the-future-of-generative-adversarial-networks-in-deepfakes/


Deepfakes ‘halverwege’

Generative adversarial networks (GANs)



https://www.digitaltrends.com/features/mit-alternate-history-of-moon-landing-deepfake/

Fake news



Genereren van nuttige namaak: Deepfakes voor training

Medische toepassingen vereisen veel gelabelde trainingsdata om algoritmes goed af te stellen 

Menselijke data verkrijgen is tijdrovend, moeilijk (bv epileptische aanval) of duur

Synthetische data: ‘levensecht’ genoeg voor training
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